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Abstract

In order to move safely and accurately, mobile platforms using steerable wheels require adequate coordination of their actuators. One possibility to achieve actuator coordination is to control the motion of the chassis’ instantaneous centre of rotation (ICR) and motion around it. Considering the chassis as a rigid body, the ICR is located at the intersection of each wheel’s zero motion axis. In practice however, these axes may not concur, in particular when compliant actuators are used for wheel steering. They then no more define precisely an ICR and only an estimation of its position can be computed. Moreover, most parametrizations of the ICR position bring in singularities with no physical meaning, which hinder estimation. This paper introduces the H representation, a new parametrization of the motion state space free of any non-structural singularities, and presents an algorithm which estimates the ICR within the joint space. The proposed approach is compared in terms of reliability, efficiency, accuracy and robustness with three methods working within the operational space. Results suggest that the proposed estimation approach provides the best compromise for these performance indicators.
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1. Introduction

Omnidirectional mobile platforms can move in any direction without manoeuvring, making them suitable for operation in tight areas and crowded spaces. One mechanism to provide such capability are omnidirectional wheels, like wheels made with passive rollers attached along their circumference [1]. Steerable wheels are another alternative, allowing a platform to move in any direction by only changing the orientation of its wheels. Compared to omnidirectional wheels, the use of steerable wheels provides more precise odometry and lower mechanical complexity [2]. Many platforms use steerable wheels, like Meka B1 [3], the EXOMARS rover [4], Willow Garage PR2 [5], Rollin’ Justin [6, 7], Care-O-bot [8, 9, 10] and AZIMUT [11, 12, 13]. Yet, omnidirectional platforms using steerable wheels are nonholonomic, since the wheels need to be reoriented to change the direction of motion. The wheels thus constrain the chassis motion and need to be carefully coordinated for the platform to move [14] without generating high internal forces and slippage caused by actuator antagonism [7, 12, 15]. To handle this coordination, motion of the individual actuators must be linked through kinematic models with the motion of the chassis, which may be described using two paradigms: the chassis’ twist (instantaneous linear and angular velocities) or the chassis’ motion around its instantaneous centre of rotation (ICR). In the case of a rigid body undergoing planar movement, the ICR is the point in the body’s referential frame which has zero velocity at a given instant in time. Since steerable wheels can only move in the wheel plane, the zero motion axis (i.e., the axis perpendicular to the wheel plane and going through the wheel’s centre, called hereafter propulsion axis) of each of the platform’s wheels should then concur at the ICR location [16].

The twist paradigm is often used to control motion of robots using steerable wheels and is adapted to control quasi-holonomic platforms (e.g., using active caster wheels), since the twist components then provide independent control inputs [2]. When considering purely nonholonomic platforms, however, the direction of motion cannot change instantly and the twist components then become linked to each other, making it difficult to only use the twist paradigm [15, 17]. As an alternative, the ICR paradigm provides independent control inputs: the ICR position and the motion around the ICR. ICR-based control enforces the
nonholonomic constraints, since the propulsion axes must intersect at the ICR location for the platform to move safely and accurately. It thus provides an abstraction of the platform’s actuators for control [18] that also enables easy recovery of the instantaneous physical state of the platform when needed. Without chassis motion, motion of the steering actuators can still be controlled by moving the desired ICR, for example to make very sharp turns that require the robot to stop and reconfigure its wheels’ position, whereas a null twist gives no information to control steering and a separate control algorithm is needed to do the reconfiguration.

In addition, the kinematic models of platforms using steerable wheels exhibit structural singularities when the ICR is on a steering axis [7, 14, 15]. Using the ICR paradigm makes it possible to define these singularities with a minimal number of conditions (i.e., the number of steerable wheels), whereas using the twist paradigm requires checking an infinite number of conditions, which complexifies the design and implementation of a motion controller. Hence, even though motion control of nonholonomic platforms is possible using the twist paradigm [19], switching to the ICR paradigm is beneficial to easily handle structural singularities [7].

However, using the ICR paradigm also brings challenges to overcome:

1. Most ICR parametrizations introduce singularities that are not related to singularities in the chassis motion, such as undefinedness of direction at infinity (for 2D Cartesian coordinates), undefinedness at the pole (for polar and spherical coordinates) or discontinuities in a parameter when crossing some meridian (for spherical coordinates) [17]. Those parametrization-induced singularities need to be dealt with and a singularity-free parametrization could provide more efficient and simpler ICR determination and motion control.

2. The ICR is a mathematical concept which enables abstraction of the platform geometry and actuators, but the only available source of information to determine its location – which is needed for ICR-based motion control – are the actuators’ sensors. With infinite stiffness actuators, perfect sensors and careful coordination, the assumption of the complete robot (chassis and wheels) as a single rigid body would hold and the propulsion axes would concur at the ICR location. However, a real robot is always imperfect: it has geometric imperfections, actuators with finite stiffness, sticktion and limitations, as well as sensors with noise and quantification. The robot should then be considered as a rigid body (the chassis) connected to rigid bodies (the wheels) that can move wrt the chassis, and the propulsion axes may not create a well-defined intersection when considering robots with three or more steerable wheels. This phenomenon is only made evident after long experimentation times with stiff actuators [7, 8]. But when compliant actuators are used for wheel steering to help minimize actuator antagonism or to make the robot more responsive and secure to physical contacts, like with AZIMUT-3 [12, 20], this is always perceptible. In that case, the ICR location still exists, but it cannot be determined directly by the actuators’ sensors. In practice however, since motion of the platform is happening, the propulsion axes must have globally a minimal deviation from the ICR location, which has been confirmed by experimentation [21]. Compliant actuators bring the challenge that the propulsion axes do not have a well defined intersection during motion, but also help cope with that fact by ensuring that minimal deviations do not create actuator antagonism leading to slippage. Thus, as long as motion control ensures a careful coordination of the actuators and is fed with the most reliable ICR position, the ICR-based control model stays valid. Determining the most reliable ICR position may be done either in the operational space or in the joint space. Using a least squares estimation (LSE) in the operational space is standard practice [22], but it has been shown this does not give the most reliable ICR estimation when the propulsion axes are close to parallel [21]. As an alternative, an Extended Kalman filter (EKF) has been used in [4], but according to its authors, it does not give better results than the algorithm proposed in [21], which works in the joint space.

The aim and contribution of this paper are to present an approach for ICR estimation that addresses these challenges. It starts with the definition of a new parameterization of the ICR position having its roots in projective geometry and free of parametrization-induced singularities, and an associated representation in \( \mathbb{R}^3 \). We collectively refer to the parameterization and representation as the H representation. An iterative ICR estimation algorithm working in the joint space, based on [21], then leverages the H representation properties to obtain the best possible estimation when the ICR is ill-defined, i.e., the propulsion axes do not concur. Our algorithm is compared to three other algorithms working in the operational space: one doing no estimation, one using a LSE and one computing the motion constraints’ null-space. Their relative performance is evaluated in terms of reliability, efficiency, accuracy and robustness, demonstrating the benefits of using our approach compared to the others evaluated. Demonstration of the applicability and usefulness of the proposed H representation and ICR estimation algorithm for ICR-based motion
control of nonholonomic omnidirectional platforms is presented in [20, 23, 24].

This paper is organized as follows. Section 2 introduces the H representation for ICR representation and parametrization. Section 3 details the proposed ICR estimation algorithm and the three other algorithms used for comparison. Section 4 then presents their use on AZIMUT-3 [11], an omnidirectional platform using four compliant steerable wheels, with results using simulated and real data.

2. Motion Representation

As formulated by Campion et al. [16], a robot motion can be seen instantaneously as a rotation around the ICR. Using two-dimensional Cartesian ($\mathbb{R}^2$) or polar ($\mathbb{R} \times \mathbb{S}$) coordinates seems a natural choice for parametrizing its position. But those parametrizations have singularities with no physical meaning [17]. For instance, going from a slight right turn to a slight left one, as illustrated on Fig. 1, involves a continuous motion of the chassis but causes discontinuities in a two-dimensional Cartesian parametrization: the ICR position is near infinity on the right and goes directly to infinity on the left without going through the centre of the chassis.

Figure 1: ICR position in the Cartesian plane during a transition between a right turn and a left turn: a slight change in the motion direction corresponds to a drastic relocation of the ICR position.

Indeed, since all points aligned with the origin are identified (i.e., all represent a line through that origin), the space is homeomorphic to $\mathbb{S}^2$ with antipodal points identified: $\mathbb{P}_2(\mathbb{R}) \cong \{\mathbb{S}^2 \setminus (x, y) \sim -(x, y)\}$. This means that $\mathbb{S}^2$, which is embeddable in $\mathbb{R}^3$ as the unit sphere, may be used to visualize the ICR position. $\mathbb{S}^2$ can be parametrized by using spherical coordinates, which still leads to parametrization-induced singularities [17]. This is because $\mathbb{S}^2$ is not homeomorphic to $\mathbb{R}^2$, so it is impossible to find a globally singularity-free parametrization of it using a single bi-dimensional map. To avoid such singularities, an atlas of overlapping, locally singularity-free charts that cover the whole sphere (with antipodal points identified) has to be constructed [25]. A related but more complicated approach using modified spherical coordinates has been proposed in [15] to locally hide singularities. Yet, employing these modified spherical coordinates inhibits usage of simple and efficient vector calculus, like the use of three-dimensional Cartesian coordinates enables.

Let $\Lambda$ be the set of identified antipodal points on the sphere, and $\mathcal{A}$ be one of its elements:

$$\mathcal{A} \in \Lambda = \{(u, v, w) \in \mathbb{S}^2 \setminus (u, v, w) \sim (u, -v, -w)\}$$

where $\mathbb{S}^2 = \{(u, v, w) \in \mathbb{R}^3 : u^2 + v^2 + w^2 = 1\}$

A chart consists of a domain $U$ and a map $\phi$ (i.e., a coordinate function). As a convention, let the North and South hemispheres with antipodal points identified be $U_w$, one of the domains:

$$U_w = \{(u, v, w) \in \mathbb{S}^2 : w \neq 0\}$$

and the associated map $\phi_w$ be:

$$\phi_w(u, v, w) = (u, v)$$

The corresponding parametrization is:

$$\phi_w^{-1}(u, v) = (u, v, \sqrt{1 - u^2 - v^2})$$

The two other domains are defined using respectively the $u \neq 0$ and $v \neq 0$ identified hemispheres. The corresponding maps and parametrizations are obtained by circular permutation of the components of (3) and (4). Given a point on the sphere, the corresponding chart is selected so that the point lies closest to the centre of the chart’s domain. Since coordinates changes between maps are continuous and the charts cover the whole manifold, by defining the preceding
Motion around the ICR is parametrized in $\mathbb{R}^2$ and noted $\mu$. It may be visualized as the spin of the oriented line representing the ICR position. As illustrated by Fig. 2, the configuration space thus proposed to efficiently represent the motion of a nonholonomic mobile platform is $H = \Lambda \times \mathbb{R}$, an element of which is noted $\eta = (u \; v \; w \; \mu)^T$. This space and representation is what we refer to as the H representation. Its parametrization is singularity-free because any continuous chassis motion leads to a continuous change of coordinates. In particular, the situation illustrated by Fig. 1 now corresponds to an ICR moving along a spherical arc between two points near the sphere’s equator.

2.2. Mapping between $\mathbb{R}^2$ and $\Lambda$

Mapping of positions between $\mathbb{R}^2$ and $\Lambda$ may be required, for example to express the robot geometry (only known in $\mathbb{R}^2$) on the unit sphere or to map back an ICR on the plane (for visualization purposes). As illustrated on Fig. 2, this may be done by embedding $\mathbb{R}^2$ as the tangent plane to an unit sphere at its North pole, i.e., as the $w = 1$ plane. The conversions are done by considering the line linking the point $(x \; y)^T$ on the plane and the sphere’s centre. As $\lambda$ is a vector on the unit sphere, mapping from $\mathbb{R}^2$ to $\Lambda$ (North hemisphere) is done by finding the director vector of that line:

$$\lambda = (u \; v \; w)^T = \frac{1}{\|(x \; y \; 1)^T\|} (x \; y \; 1)^T \quad (5)$$

and mapping back from $\Lambda$ to $\mathbb{R}^2$ is done by finding the point on that line where $w = 1$:

$$\lambda_2 = (x \; y)^T = \frac{1}{w} (u \; v)^T \quad (6)$$

This is the definition of the gnomonic projection [26], also called the central projection or rectilinear projection, which is at the roots of the projective geometry. It is an azimuthal perspective projection which maps all great circles (diameters, which are shortest paths on the sphere) to straight lines. Points on the sphere’s equator, which are in the $w = 0$ plane, are thus mapped to points at infinity in $\mathbb{R}^2$.

3. ICR Estimation

The motion representation presented in Section 2 gives a description of the robot chassis’ motion, abstracting its geometry and actuators. However, the parameters $\lambda$ and $\mu$ needed by such a representation are not directly measured from the platform sensors. What can be sensed are the steer angle $\beta \in \mathbb{S}$ and the propulsion angular speed $\dot{\varphi} \in \mathbb{R}$ of the $n$ wheels. ICR estimation is thus concerned by establishing a relation $F: \mathbb{T}^n \mapsto \Lambda$, where $\mathbb{T}^n$ (the $n$-torus) is the Cartesian product of $n$ times $\mathbb{S}$. We only consider robots with at least three steerable wheels ($n \geq 3$) and therefore the relation is over-determined: the initial space is at least of dimension three and the target space is of dimension two. With a perfect robot and appropriate control, the propulsion axes would always define an intersection and thus the ICR position, and any relevant algorithm could be used for estimation. However, on a real robot and in particular when using compliant actuators for steering, the propulsion axes will not always concur (see Section 3). What is then sought is an algorithm that gives the best possible estimation of the ICR given by the set of sensors’ readings, as pictured on Fig. 3.

There are two paradigms that can be used to do the estimation: either work in the operational space ($\Lambda$ or $\mathbb{R}^2$) by representing the steer angle values as great circles ($\Lambda$) or lines ($\mathbb{R}^2$), or work directly in the joint space ($\mathbb{T}^n$) by representing the ICR position as a point. Working in the joint space brings a key advantage. Indeed, when working in the operational space, the ICR is a free point that can be located anywhere in the space. Any algorithm working in that space will only find a point that minimises its distance to the propulsion axes, without any constraints on the estimated ICR position. However, all ICR definable by the propulsion axes create an hyper-surface in $\mathbb{T}^n$ (one or more torus patches), referred to as the constraining surface, which creates a constraint on the estimated ICR position. An algorithm that would minimise the distance between a steer angle configuration (which represents the propulsion axes ori-
entations) and the constraining surface would thus find the best possible estimation of the current ICR position, in the sense it would be the one that minimises the energy needed to correct the deviations. Our research interest is oriented towards the AZIMUT wheel [12], illustrated on Fig. 4, since it is used on our mobile platform AZIMUT-3. However, both the AZIMUT wheel and the centred wheel are equivalent as regards ICR estimation, since the $b$ offset does not appear in any of the following equations.

Let us define $a$ and $a^\perp$ as the orthogonal projection on the sphere’s equatorial plane of the basis vectors of $\{A, X_A, Y_A\}$ (associated with the steering axis $s = OA$) and $l$ as the wheel’s distance to the chassis’ centre ($l = ||RA||$) reported along the $W$ axis (shown on Fig. 2):

\[
\begin{align*}
    a &= \begin{pmatrix} \cos \alpha & \sin \alpha & 0 \end{pmatrix}^T \quad (7a) \\
    a^\perp &= \begin{pmatrix} -\sin \alpha & \cos \alpha & 0 \end{pmatrix}^T \quad (7b) \\
    s &= \begin{pmatrix} l \cos \alpha & l \sin \alpha & 1 \end{pmatrix}^T \quad (7c) \\
    l &= \begin{pmatrix} 0 & 0 & 0 \end{pmatrix}^T \quad (7d)
\end{align*}
\]

A great circle is defined as the intersection of the sphere with a plane going through its origin. An oriented great circle may thus be described completely by the normal vector of the plane that contains it. For example, the great circle going through two arbitrary points $P_1$ and $P_2$ is defined by the vector:

\[
    c = P_1^T \times P_2^T \quad (8)
\]

As points on the sphere have projections on the tangent plane via (6), the same great circle may be directly defined by two points in that tangent plane (or even by a point on the sphere and one in the tangent plane) without first being projected on the sphere. This eases computations for the four ICR estimation algorithms presented in the following subsections and would not be possible using non-Cartesian coordinates.

3.1. Algorithm Working in the Joint Space (IT)

When working in the joint space ($T^n$), an algorithm should find the ICR-defining steerable configuration closest to the measured steering configuration (see beginning of the section). This can be done done by finding the orthogonal projection of the measured steering configuration (some point in $T^n$) onto the constraining surface.

Some robots have steering limitations for their wheels. These limitations define the injectivity of the relationship between an ICR and steering configurations. Since $\beta$ and $\beta + \pi$ represent the same axis, there are two steer angle values per wheel compatible with a given ICR. If there is no steering limitation, a given ICR corresponds to $2^n$ steering configurations. If the limitation is more than $\pi$, some ICR are defined by more than one steering configuration. If the limitation is less than $\pi$, some ICR cannot be defined by a steering configuration and the robot is no more omnidirectional. It is only when the limitation is of $\pi$ that the relation is bijective: for each given ICR, there exists a unique steering configuration. Without loss of generality and to ease computations, only the case where the relation is bijective (i.e., when there is a symmetric limitation of $\pm \frac{\pi}{2}$ for each $\beta$) is considered in the following. For the other cases, simple linear transforms may be applied before and after the algorithm.

$T^n$ is not homeomorphic to $\mathbb{R}^n$, but it may be embedded in $\mathbb{R}^{2n}$. Since $n \geq 3$, the constraining surface cannot be represented easily in the standard three-dimensional Cartesian space. However, for a robot having three wheels, it can be represented by plotting independently its steering coordinates, as shown on Fig. 5, and remembering that each opposite sides of the $[0, \pi]^3$ cube are identified.

Since the steering angles are independent of each other but are linked by the ICR, only a parametric representation of the constraining surface is known. There is however no generic algebraic method known to compute the orthogonal projection of a point onto a parametric surface. Thus,
estimating the ICR is done by using a first-order geometric iterative algorithm. The base of the algorithm consists of a simplified version of the Newton-Raphson method to minimize the distance between a point and a parametric surface [27]. A preliminary version of this algorithm has been described in [21], with the ICR position parametrized using polar coordinates. It has further been optimized, adapted to describe in [21], with the ICR position parametrized using the H representation for more simplicity and improved efficiency, and is now described for the $[U, \phi_u]$ chart (see Section 2). Adaptation to the other charts is obtained by circular permutation in the choice of the independent parameters. Algorithm 1 gives a high level overview of the four principal steps now described.

3.1.1. Computing Parameters

The core of the algorithm, with one iteration illustrated by Fig. 6, lies in Lines 9–10. Let $S(\lambda)$ be the constraining surface in $\mathbb{R}^n$, defined by the parametric equations:

$$S(\lambda): (\beta_1, \cdots, \beta_n) = (F_1(\lambda), \cdots, F_n(\lambda))$$ (9)

where $F_k(\lambda)$ expresses the relation between the ICR and the kth steering angle $\beta_k$. Given an input point $q$, assuming a known initial point $p_0 = S(\lambda_0)$ on the surface and knowing the derivatives at that point ($S_u, v = S_s(\lambda_0)$ and $S_v, u = S_s(\lambda_0)$), the linear approximation of the surface at the point is the tangent plane $T_{p_0}(S)$, which can be parametrized as:

$$T_{p_0}(S): x - p_0 = S_u, q \Delta u + S_v, q \Delta v$$ (10)

$\Delta u$ and $\Delta v$ are the free parameters and $x$ is the variable: any point $x$ of this plane can be computed given the numerical values of the free parameters and $p_0$. A point of particular interest on that plane is the orthogonal projection $p'_1$ of $q$, since it is a first-order approximation of the projection of $q$ onto $S$. For that particular point:

$$p'_1 - p_0 = S_u, q \Delta u + S_v, q \Delta v$$ (11)

Multiplying (11) with respectively $S_u, v$ and $S_v, u$, and using the fact that every point on the axis through $q$ and $p'_1$ has the same orthogonal projection, i.e.:

$$(p'_1 - p_0) \cdot S_u, v = (q - p_0) \cdot S_u, v$$ (12a)

$$(p'_1 - p_0) \cdot S_v, u = (q - p_0) \cdot S_v, u$$ (12b)

yields (13a) and (13b).

$$S(q - p_0) \cdot S_u, v = S_{u, 0} \cdot S_v, u \Delta u_1 + S_v, u \cdot S_{u, 0} \Delta v_1$$ (13a)

$$S(q - p_0) \cdot S_v, u = S_{v, 0} \cdot S_u, v \Delta u_1 + S_u, v \cdot S_{v, 0} \Delta v_1$$ (13b)

$\Delta u_1$ and $\Delta v_1$ may then be computed as the solution of the regular system of linear equations (13). Looking at Fig. 2 and Fig. 4, the relation $F$ between an ICR $\lambda$ and the corresponding steering angle $\beta$ can be derived by expressing the fact that $\lambda$, $s$, and $b'$ are on the same great circle, where $b' = (\cos(\alpha + \beta) \sin(\alpha + \beta))^T$ is the point on the sphere’s equator which makes an angle $\alpha + \beta$ with the $U$ axis (shown on Fig. 2). Using (8), this yields:

$$s \times (\cos(\alpha + \beta) \sin(\alpha + \beta))^T \cdot \lambda = 0$$ (14)
which, by using (7), may be rewritten as:

\[
(s \sin \beta (a - I) - \cos \beta a^+) \cdot \lambda = 0
\]  

(15)

Making explicit \(\beta\) in (15) gives:

\[
\tan \beta = \frac{a^+ \cdot \lambda}{(a - I) \cdot \lambda}
\]

(16)

(16) is independent of \(b\) and so is valid for centred wheels as well. Using trigonometric identities and (16) gives:

\[
\begin{align*}
\sin \beta &= \frac{s(\lambda)(a^+ \cdot \lambda)}{\sqrt{(a - I) \cdot (a - I) + (a^+ \cdot \lambda)^2}} \\
\cos \beta &= \frac{s(\lambda)(a - I) \cdot \lambda}{\sqrt{(a - I) \cdot (a - I) + (a^+ \cdot \lambda)^2}}
\end{align*}
\]

(17a)

(17b)

where \(s(\lambda) = \text{sgn}((a - I) \cdot \lambda)\). Applying the \(\frac{\partial}{\partial u}\) operator to (15) and using (17), the derivative along \(u\) (one component of \(S_{u,0}\)) may be expressed as:

\[
\beta_u = \frac{\partial \beta}{\partial u} = \frac{(a^+ \cdot \lambda)(a - I) - (a - I) \cdot (a^+ \cdot \lambda) a^+ \cdot \lambda_{ap}}{[(a - I) \cdot \lambda(a - I) - (a^+ \cdot \lambda) a^+ \cdot \lambda] \lambda}
\]

(18)

and similarly for the other derivatives \(\beta_v\) and \(\beta_w\). This formulation makes it very easy to handle the dependent parameters, as the ICR derivatives are grouped in a single term. For the \([U_w, \phi_w]\) chart and the \(u\) coordinate, they are:

\[
\frac{\partial \lambda}{\partial u} = \begin{pmatrix} 1 & 0 & -\frac{\lambda}{u} \end{pmatrix}^T
\]

(19)

3.1.2. Handling Invalid Parameters

The Newton-Raphson algorithm is known to generate out-of-bound parameters when dealing with bounded surfaces [28], so care must be taken when updating the parameters:

\[
\begin{align*}
u_i &= u_i - 1 + \Delta u_i \\
v_i &= v_i - 1 + \Delta v_i
\end{align*}
\]

(20a)

(20b)

Two different situations have to be dealt with when the parameters are dependent:

- \(u_i\) and \(v_i\) are invalid, because they do not verify the condition \(u_i^2 + v_i^2 \leq 1\) and the resulting point is thus no more on the sphere. As a solution, they are recursively multiplied by the norm \(\sqrt{u_i^2 + v_i^2}\) until they fulfill the condition.

- \(u_i\) and \(v_i\) are valid, but determine a steering configuration which is far away from the input. This indicates divergence of the algorithm.

To avoid divergence of the algorithm, the following solutions may be considered:

1. Discard the new iteration and accept the last one as a possible solution. This can prove acceptable if multiple starting points close to the solution are evaluated and the best solution is kept. It has been used successfully in [21], but it needs a resource-intensive starting points selection mechanism to work and this should be avoided.

2. Individually saturate the value of the parameter which goes out of bound for an open surface or wrap the value if it is closed [27]. This is a simple solution, but does not preserve the search direction and works only for independent parameters.

3. Find the intersection of the line linking the current and new parameters with the domain boundary [28]. This is a more complex approach, but it has the advantage of preserving the search direction. However, for surfaces parametrized with dependent parameters, a discontinuity in the surface does not necessarily correspond to a bound in the parameters’ domain. Numerical errors then make the solution impractical.

4. Backtrack, by reducing the step size \((\Delta u_i, \Delta v_i)\) made until an acceptable solution is found. This preserves the search direction. Press et al. [29] propose a sophisticated algorithm which guarantees to find a solution if there is no local minima, but it requires a lot of computational resources. We use the simpler approach of recursively halving the step size until an acceptable solution is found, ensuring a minimum value for this step to avoid infinite recursion. Since there is however no more guarantee of finding a solution, if that minimum value is reached (called backtracking failure in the remaining), the last successful iteration is kept as the current best solution and a new starting point is tried.
3.1.3. Handling Singularities

Since the proposed parametrization for the ICR position is singularity-free, only structural singularities (i.e., those that arise when linking the chassis’ motion to the actuators’ motion) have to be dealt with. These singularities happen when (16) is undefined for a particular wheel, which also corresponds to the singularity of (18). Since \( 0 \notin S^2 \), this happens only when \( \lambda \) is simultaneously perpendicular to \( a^− \) and \( a − l \):}

\[
\lambda = \frac{a^− \times (a − l)}{∥a^− \times (a − l)∥} = \frac{s}{∥s∥}
\]

(21)
i.e., when the ICR is on a steering axis. This singularity being structural, it cannot be lifted by a change of parametrization, but it is easy to handle. Indeed, since the robot has at least three unaligned wheels, the ICR is globally always defined: if it is on a steering axis, the other wheels unambiguously define it, as illustrated by Fig. 7. Since the ICR may only be on a particular steering axis \( k \) at any given time, only the \( k \)-coordinate of \( S_u \) and \( S_v \) is then undefined, and it is simply set to zero. This discards the contribution of wheel \( k \) when solving (13). If the test point \( \lambda \) corresponding to the next iteration is still on the steering axis, the singularity is kept as the solution and \( p_k \) is copied from the input vector.

3.1.4. Starting Point Selection

Having a good initial starting point is key to finding a solution when using Newton-based algorithms. However, no generic method exists to find one for parametric surfaces. The computer-aided design community has some interesting propositions [30, 31], but they all require the surface to be approximation and the third uses a null-space computation. They all work in the operational space.

3.2. Algorithms Working in the Operational Space

Iterative algorithms are often associated with lack of efficiency and precision, mostly because they are not fixed-time and use thresholds. Thus, to challenge IT, three non-iterative algorithms have been designed: the first does no estimation at all, the second uses a standard least squares approximation and the third uses a null-space computation.

3.2.1. No Estimation (NE)

This algorithm is similar to the starting-point selection mechanism used for IT. It corresponds to the case where no estimation is done and ICR definiteness is taken for granted.

The intersection of the great circles corresponding to the first and second wheel’s propulsion axis is computed and considered as the estimated ICR. When this computation gives a null vector (i.e., the great circles are coplanar), the second wheel is not considered and the third wheel is considered instead. Since the robot is guaranteed to have its steering axes not all aligned, this second computation is considered instead. Since the robot has more than three wheels, those wheels are not considered for the computation.

3.2.2. Least Squares Estimation (LS)

Each propulsion axis defines a line in \( \mathbb{R}^2 \) which goes through the steering axis \( A_k \) (see Fig. 4) and has a direction vector \( \mathbf{d}_k = (\cos \gamma_k \sin \gamma_k)^T \), where \( \gamma_k = \alpha_k + \beta_k \) is the angle the propulsion axis makes with the \( X_R \) axis. Its parametric equations are then:

\[
x = l_k \cos \alpha_k + p_k \cos \gamma_k
\]
\[
y = l_k \sin \alpha_k + p_k \sin \gamma_k
\]

(22a)

(22b)

where \( p_k \) is the free parameter.
For motion to be possible, the ICR must lie on that line. Thus, for each wheel, there exists a \( p_i \) that gives the ICR position, and conversely, each \( p_i \) imposes a constraint on the ICR position. When considering all wheels, those constraints may be expressed in the following matrix form:

\[
AX = B
\]

(23)

where \( A \) is a sparse \( 2n \times (2 + n) \) matrix, \( B \) is a \( 2n \times 1 \) matrix and \( X \) is a \( (2 + n) \times 1 \) matrix. For a two-wheeled robot, they would be:

\[
A = \begin{bmatrix}
1 & 0 & -\cos \gamma_1 & 0 \\
0 & 1 & -\sin \gamma_1 & 0 \\
1 & 0 & 0 & -\cos \gamma_2 \\
0 & 1 & 0 & -\sin \gamma_2
\end{bmatrix}
\]

(24)

\[
B = \begin{bmatrix}
l_1 \cos \alpha_1 \\
l_1 \sin \alpha_1 \\
l_2 \cos \alpha_2 \\
l_2 \sin \alpha_2
\end{bmatrix}^T
\]

(25)

\[
X = \begin{bmatrix}
x \\
y \\
p_1 \\
p_2
\end{bmatrix}^T
\]

(26)

Finding the coordinates \( x \) and \( y \) of the ICR position as the intersection of all lines may then be found by solving (23). Since \( n \geq 3 \), the system is overdetermined and is solved using a least squares approximation. Once \( x \) and \( y \) have been estimated, (5) is used to derive \( \lambda \).

Note that when \( \gamma_i = 0 \) or \( \gamma_i = \frac{\pi}{2} \) for all \( i \) (i.e., all lines are horizontal or vertical), \( A \) is degenerate and cannot be inverted. Both cases need to be handled separately, by setting the corresponding ICR to respectively \( \lambda = (0 \ 1 \ 0)^T \) and \( \lambda = (1 \ 0 \ 0)^T \).

3.2.3. Null-space Computation (NS)

This algorithm is an adaptation of LS to the \( H \) representation. The ICR existence condition (15) gives a constraint on each wheel in the form:

\[
(\sin \beta_i (a_i - l_i) - \cos \beta_i a_i) \cdot \lambda = s^T_{\lambda \alpha} (\lambda) \cdot \lambda = 0
\]

(27)

When considering all wheels, the ICR must then lie in the null space of the \( n \times 3 \) matrix \( S \) whose lines are the transpose of the \( s^T_{\lambda \alpha} (\lambda) \) vectors. Contrary to \( A \) of LS, \( S \) is never degenerate and so there are no special cases to handle. When \( \beta \) does not correspond to a well-defined ICR, the SVD used to compute the null space of \( S \) will give an approximation of \( \lambda \).

4. Experimental Results

The algorithms presented in Section 3 are generic, in the sense that they are valid for any mobile robot having three or more centred or AZIMUT wheels. To evaluate their use in a motion controller on-board a real robot, data was acquired from the AZIMUT-3 robot [12] pictured on Fig. 8. It is a symmetric, nonholonomic omnidirectional platform having four AZIMUT wheels. For this prototype, steering uses differential elastic (compliant) actuators [32] and propulsion uses standard stiff actuators. The platform has steering limitations: each wheel is able to steer with \( \beta \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) rad.

Figure 9 illustrates a trajectory followed by AZIMUT-3 in \( \mathbb{R}^2 \) and Fig. 10 illustrates that trajectory in the steer angles’ space using the same representation depicted in Fig. 5 (a closer view of the top left corner), with the constraining surface as reference. The first part of the trajectory (upper right portion of the figure) is a spiral, i.e., a continuously moving ICR with concurrent propulsion axes. It is followed by a circle, i.e., a constant ICR with concurrent propulsion axes, and terminated by a square with rounded corners, i.e., switches between parallel propulsion axes (lower part of the figure) and concurrent ones (upper part of the figure), with sharp transitions in-between.

The observed trajectory confirms that the propulsion axes seldom concur (i.e., the steer angles’ trajectory does not stay on the constraining surface) during real motion, which means they do not define an ICR and it needs to be estimated. It is however never completely undefined, since the trajectory remains in a bounded region around the constraining surface.

4.1. Evaluation of ICR Estimation Algorithms

An ICR estimation algorithm should be both reliable and efficient on real robots, i.e., when the steer angle’ trajectory stays in a bounded region around the constraining surface. It should also be accurate and robust, i.e., be usable in the whole domain of definition (\( \mathbb{R}^n \)), as the robot could start in any steering configuration or collide with an object that would change the orientation of its wheels. To help evaluate
those four performance indicators, three datasets have been designed:

- **D1**: A random sampling of $\Lambda$ containing 15000 points.
- **D2**: The real-world trajectory depicted on Fig. 10 containing 2450 points (after removing duplicates).
- **D3**: A random sampling of $\mathbb{T}^4$ containing 15000 points.

To evaluate a good ICR estimation, a metric of quality is needed. That metric may only be relative to the input point, since ground truth is only known with $D1$. The orthogonal projection having the shortest distance between a point and its projection, the distance between the input steering configuration $q$ and the projection $\beta$ found on the constraining surface is used as the base for the metric. The maximum possible distance for each $\beta_k$ is $\pi$, since $\beta_k$ and $\beta_k + \pi$ represent the same ICR, and therefore it may be used for normalization. The base metric is then defined as:

$$m(\beta, q) = \frac{(q - \beta) \cdot (q - \beta)}{n\pi^2}$$  \hspace{1cm} (28)

Since the maximum value for $m$ is much larger than the majority of the values obtained during normal trajectories (i.e., those present in $D2$), it is useful to change the linearity of the metric to better discriminate between values close to zero. It is also more intuitive to have a high quality value represented as being close to one. For these reasons, the metric used to evaluate the quality $\text{qua}(\beta, q)$ of the estimation $\beta$ of $q$ is:

$$\text{qua}(\beta, q) = 1 - \frac{\ln(fm + 1)}{\ln(f + 1)}$$  \hspace{1cm} (29)

where $f \geq 1$ is a scaling factor. The value $f = 500$, used for the results presented hereafter, has been chosen because it provides a good discrimination for those results. The resulting value is a percentage indicating how close to the input point the estimated ICR is. It may also be seen as a way to quantify how well the propulsion axes define the ICR.

Most of the algorithms described in Section 3 use linear algebra computations. For IT, solving the regular linear system (13) is done using the Cramer method. For LS, the overdetermined linear system (23) is solved using LAPACK [33], which is also used to compute the singular value decomposition needed to find the null-space of $S$ when using NS.

### 4.1.1. Reliability and Efficiency

Reliability is defined as the ability to find the closest ICR to a steering configuration encountered on a real robot. It has been evaluated by computing $\text{qua}(\beta, q)$ when $q$ is in $D2$. 

![Figure 9: A trajectory followed by AZIMUT-3 in $\mathbb{R}^2$.](image)

![Figure 10: Representation in the steer angles’ space of the trajectory (dots) shown on Fig. 9, with the constraining surface as reference and two example resulting wheel configurations.](image)
Figure 11 illustrates that both IT and NS perform well, with IT giving always the same or a better quality (as detailed in the bottom part of the figure). NE does not perform well except for very well defined ICR, and LS performs well only when the propulsion axes are not closely parallel.

Efficiency is defined by the ability to run inside a motion controller without affecting its performance too much. It has been evaluated by measuring the computing resources needed to run an algorithm. To make the measure not too dependent on the hardware, processor cycles were counted. Figure 12 presents a comparison of the algorithms against all datasets. The reported value is the total number of instructions used to process one dataset divided by the number of points it contains. Even if IT has not been tuned and optimized like the library used for LS and NS, it is already faster than those algorithms for most steering configurations encountered on a real robot (i.e., those in $D_2$). As regards $D_3$, most of the steering configurations it contains (like those shown on Fig. 13) would only be encountered on a real robot if its wheels would collide with objects, which should occur very rarely. This suggests that IT is fast enough to be used inside a real-time controller on-board a robot, which has been confirmed by all the tests done on AZIMUT-3 to date.

4.1.2. Accuracy and Robustness

Accuracy is defined as the ability to perfectly estimate a well-defined ICR. It has been evaluated by computing $\text{qua}(\beta, q)$ when $q$ is in $D_1$. $\text{qua}(\beta, q) = 1$ was observed for all input points and each algorithm, which means they are all accurate. Robustness is defined as the ability to estimate an ICR that is always valid (i.e., a point in $\Lambda$) and that corresponds to the closest possible ICR-defining steering configuration. It has been evaluated by computing $\text{qua}(\beta, q)$ when $q$ is in $D_3$. All estimated ICR were first checked for validity, which was the case for all points and all algorithms. $\text{qua}(\beta, q)$ was then computed, as summarized in Table 1. It is observed that IT stands above NE, LS and NS. It is interesting to see that NE is on average a little better than LS. This explains the very good performance of IT. Indeed, it starts with the intersection of two wheels, as does NE. However, it evaluates if needed all possible intersections instead of only one, and locally improves these. Figure 13 illustrates the difference in robustness between IT and LS or NS: the latter give a solution in the “good” direction, but which tends to be too close to the chassis’ centre.
Table 1: $\text{qua}(\beta, \eta)$ when using dataset $D_3$.  

<table>
<thead>
<tr>
<th></th>
<th>IT</th>
<th>NE</th>
<th>LS</th>
<th>NS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. %</td>
<td>32.47</td>
<td>15.56</td>
<td>12.04</td>
<td>12.21</td>
</tr>
<tr>
<td>Mean %</td>
<td>67.18</td>
<td>49.94</td>
<td>47.24</td>
<td>48.02</td>
</tr>
</tbody>
</table>

4.2. Discussion

All algorithms evaluated in our study reveal to be accurate when the propulsion axes define an intersection, and they all estimate a valid ICR even with completely random steering configurations. They are thus safe to be used for ICR estimation. When considering a real robot and assuming its control is ICR-based, the direct kinematic model – for which ICR estimation is needed – might be used for trajectory planning and motion control. When doing motion planning, ICR existence is guaranteed and efficiency is paramount. In that situation, NE is a practical choice, because it is the fastest. When doing motion control, however, the ICR is seldom well defined by the propulsion axes and could also be badly defined after colliding with objects. Reliability and robustness are then paramount, but efficiency should also be considered as real-time control must be achievable. Our results suggest that IT delivers the best compromise in that situation.

Transforming IT into a time-capped algorithm is difficult, as it would require more accurate time-keeping capabilities than what is currently available on mobile processors. However, the estimation time worst case scenario depends only on the number of starting points evaluated, the maximum number of iterations allowed per starting point and the maximum number of backtracking steps allowed per iteration. Thus, if a hard timing constraint is necessary, those parameters may be adjusted consequently. Preliminary tests have shown that reducing the number of iterations and the number of backtracking steps does not influence significantly the robustness of the algorithm, but reducing the number of starting points evaluated does.

5. Conclusion

The ICR is a mathematical concept which can be used to control the motion of nonholonomic mobile platforms using steerable wheels. As it was observed on the mobile platform AZIMUT-3, this ICR is however most of the time not well defined during real trajectories and needs to be estimated. Our approach for ICR estimation leverages the newly defined $H$ representation, which provides a globally singularity-free parametrization of the ICR position and motion around it based on the real projective plane. To overcome the limitations of standard approaches which do ICR estimation in the operational space and fail when the wheels are closely parallel, our approach does ICR estimation in the joint space. Despite being iterative, this approach reveals to be reliable, efficient, accurate and robust with real data.

As presented in [24], the next step in our work is to demonstrate the applicability and usefulness of the proposed $H$ representation and ICR estimation algorithm for ICR-based motion control of nonholonomic omnidirectional platforms like AZIMUT-3.
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